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The Problem
Let Ω = Zω1 ⊕ . . . ⊕ Zωn ⊆ Rn be a lattice
and W ⊆ O(Rn) be a finite reflection group,
such that W Ω = Ω. The goal is to compute

f∗ := min
u∈Rn

f(u) := min
u∈Rn

∑
µ∈Ω

cµ exp(−2πi ⟨µ, u⟩)︸ ︷︷ ︸
=:eµ(u)

where the coefficients cµ ∈ C satisfy c−µ = cµ,
cAµ = cµ whenever A ∈ W and only finitely
many are nonzero.

Periodicity and Degree
Denote by Λ := {λ ∈ Rn | ∀µ ∈ Ω : ⟨µ, λ⟩ ∈ Z}
the dual lattice. Then the objective function is
Λ-periodic, that is, f(u+ λ) = f(u) for λ ∈ Λ.
The group product W⋉Λ is semi-direct and △ ⊆
Rn shall be a fundamental domain containing
0. Then the finite set

Ωd := {W µ |µ ∈ Ω, µ/d ∈ △}

is stable under W and we say that f has degree
d ∈ N, if µ ∈ Ωd whenever cµ ̸= 0 and d is
minimal [1].

Semi-Definite Relaxation
When f has degree 2d ∈ N, then there exists
a Hermitian Toeplitz matrix of size |Ωd| × |Ωd|,
denoted by mat(f) ∈ Toepd, such that

f(u) = Ed(u)
t
mat(f)Ed(u), Ed :=

(eµ)tµ∈Ωd√
|Ωd|

.

We consider the semi-definite program

fd := min
X∈Toepd

Tr(mat(f)X) s.t.
{

X⪰0,
Tr(X)=1 .

The hierarchy fd ≤ fd+1 ≤ converges to f∗ [2].
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Reduction via Symmetry Adapted Bases
The group W acts on the finite set Ωd. Therefore, we have a left group action

⋆ : W × Toepd → Toepd, (A,X = (Xµ ν)) 7→ A ⋆X := (XA−1µA−1ν).

Since f is W-invariant, we have A ⋆mat(f) = mat(f), which is denoted by mat(f) ∈ ToepWd .

Theorem 1. We have fd = fd,W , where

fd,W := min
X∈ToepW

d

Tr(mat(f)X) s.t. X ⪰ 0, Tr(X) = 1.

To exploit this result, note that the action of W on Toepd is induced by a linear representation
ρ : W → O(RΩd), where (ρ(A)x)µ = xA−1µ whenever x ∈ RΩd : We have A⋆X = ρ(A)X ρ(A)t. The
ρ(W)-module RΩd is semi-simple and has an isotypic decomposition

RΩd =
h⊕

i=1

 mi⊕
j=1

Vi j

 ,

where, for all 1 ≤ i ≤ h, the Vi 1, . . . , Vimi
are irreducible isomorphic ρ(W)-submodules with dimen-

sion di := dim(Vi j) and multiplicity mi ∈ N so that
∑

i di mi = |Ωd|. There exists an orthogonal
change of basis T that transforms any X ∈ ToepWd into a block matrix

Tt XT =


X1

. . .
Xh

 with Xi =


X̃i

. . .

X̃i

 ∈ Cdi mi×di mi ,

where each Xi consists of di equal blocks of size mi ×mi [3, 4].

Theorem 2. Assume that Tt mat(f)T has blocks F̃i ∈ Cmi×mi . Then fd = fd,W = fblock
d,W , where

fblock
d,W := min

X∈ToepW
d

h∑
i=1

di Tr(F̃i X̃i) s.t. Tr(X) = 1, Tt XT has blocks X̃i ⪰ 0.

Example (n = 1, Ω = Λ = Z, W = {±1})
The first step of the hierarchy is Ω1 = {1, 0,−1} and E1 = (e1, 1, e−1)t/

√
3. Consider f(u) :=

E1(u)
t

 3 −3 3
−3 3 −3
3 −3 3


︸ ︷︷ ︸
=mat(f)∈ToepW

1

E1(u) = e2(u)−2 e1(u)+3−2 e−1(u)+e−2(u) = 2 cos(4πu)−4 cos(2πu)+3

with degree 2 and global minimum f∗ = f(λ± 1/6) = 0 for λ ∈ Z. The semi-definite relaxation is

f1 = min
b,c∈C

Tr

 3 −3 3
−3 3 −3
3 −3 3

 1/3 b c

b 1/3 b

c b 1/3

 s.t.

1/3 b c

b 1/3 b

c b 1/3

 ⪰ 0

and the optimal value f∗ = f1 = 0 is obtained with b = −c = 1/6. We have

1 0 −1

1
0

−1

 a b c

b a b

c b a

 (−1) ⋆
−−−−−−−→

1 0 −1

1
0

−1

 a b c

b a b
c b a


for a ∈ R and b, c ∈ C. The fixed point space ToepW1 consists of those X ∈ Toep1 with a, b, c ∈ R.
The above action is induced by the representation ρ : W → O(R3), given by

ρ(1) :=

1 0 0
0 1 0
0 0 1

 , ρ(−1) :=

0 0 1
0 1 0
1 0 0

 , and R3 =

⟨

0
1
0

⟩R ⊕ ⟨ 1√
2

1
0
1

⟩R

⊕ ⟨ 1√
2

 1
0
−1

⟩R

is an isotypic decomposition with h = 2,m1 = 2, d1 = 1,m2 = 1, d2 = 1. Then

fblock
1,W = min

b,c∈R
Tr

((
3 −3

√
2

−3
√
2 6

) (
1/3

√
2 b√

2 b 1/3 + c

))
s.t.

(
1/3

√
2 b√

2 b 1/3 + c

)
⪰ 0, 1/3 ≥ c.

Finally, the optimal value f∗ = f1 = f1,W = fblock
1,W = 0 is recovered with b = −c = 1/6.


